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Abstract  

Higher education institutions store data keep growing every year. The data has important information, but it still not optimized 
into knowledge. Data Mining (DM) can be used to process existing data in universities in order to obtain knowledge that can 
be utilized further. Educational Data Mining (EDM) often appears to be applied in big data processing in the education sector. 
One of the educational data that can be further processed with EDM is activity log data from an e-learning system used in 
teaching and learning activities. The log activity can be further processed more specifically by using log mining. The purpose 
of this study was to process log data from the Sebelas Maret University Online Learning System (SPADA UNS) to determine 
student learning behavior patterns and their relationship to the final results obtained. The data mining method applied in this 
research is cluster analysis with the K-means Clustering and Decision Tree algorithms. The clustering process is used to find 

groups of students who have similar learning patterns. While the decision tree is used to model the results of the clustering in 
order to enable the analysis and decision-making processes. Processing of 11,139 SPADA UNS log data resulted in 3 clusters 
with a Davies Bouldin Index (DBI) value of 0.229. The results of these three clusters are modeled by using a Decision Tree. 
The decision tree model in cluster 0 represents a group of students who have a low tendency of learning behavior patterns with 
the highest frequency of access to course viewing activities obtained accuracy of 74.42% . In cluster 1, which contains groups 
of students with high learning behavior patterns, have a high frequency of access to viewing discussion activities obtained 
accuracy of 76.47%. While cluster 2 is a group of students who have a pattern of learning behavior that is having a high 
frequency of access to the activity of sending assignments obtained accuracy of 90.00%. 
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1. Introduction  

Currently, higher education institutions have millions of 

data that can be used for decision-making. 

Unfortunately, these data are still not used as 

knowledge. Further data processing techniques are 

needed in order to obtain important information that can 

assist the academic community in understanding the 

educational data. This understanding is important for 

evaluating and improving the quality of future teaching 

and learning activities[1]. A data processing technique 

that can be used to do this is data mining. Data mining 

can extract important information or important patterns 
in big data [2]. The type of data mining technique that 

appears in the execution of data processing in the field 

of education is Educational Data Mining (EDM)[3][4]. 

One of the data in education that can be used is logs 

from an online learning system (e-learning). 

A log is a file extension that is created to automatically 

store information on execution or user command from 

certain software or operating systems in the form of 
semi-structured data or event text[5][6]. Log 

documentation can show a user's access history on a 

day, time, and heterogeneous context with the volume 

and scale of complexity increasing every year [7][8]. 

There are various kinds of log data analysis automation 

techniques, including using log mining. This log mining 

technique can be applied to perform data processing 

from an online learning system (e-learning). 

The e-learning system provides various kinds of user 

log data, especially student history in a course that is 

ready to be further processed with log mining. In this 
era, many e-learning systems are packaged in a web-

based Moodle Learning Management System (LMS) as 

learning support [9]. LMS Moodle has a feature that 

allows users to modify the appearance of e-learning as 

needed, such as providing material, developing 

assignments, and monitoring student learning processes 

[10]. Sebelas Maret University (UNS) is one of the 
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higher education institutions that has implemented an e-

learning system based on the Moodle LMS in its 

learning process with the Online Learning System 

(SPADA). The Online Learning System (SPADA) is a 

program of the Directorate General and Student Affairs 

of the Ministry of Research, Technology and Higher 

Education (Kemenristekdikti) with the aim of 

increasing student access to high-quality education by 

using an online learning system or e-learning 

system[11]. The log data in the LMS Moodle SPADA 
Sebelas Maret University is one example of a hidden 

knowledge data source in the field of higher education 

that can be processed using the Educational Data 

Mining (EDM) technique. The implementation of EDM 

techniques can be categorized according to the target 

user of the processed data. The target that can be 

determined is one of the stakeholders involved, such as 

students, teacher courses, admin courses, and 

researchers themselves [12]. The EDM technique that 

will be applied to the SPADA UNS log data will focus 

on finding patterns of student learning behavior which 
will then be evaluated for their relationship to the final 

score obtained. 

Research on the Educational Data Mining (EDM) 

technique has been carried out by previous researchers 

in analyzing students' Self Reported Learning (SLR) 

patterns using Self Reported Surveys and log data using 

the K-means algorithm to perform cluster analysis [13]. 

This study results in Self Reported Surveys data having 

poor performance in predicting student achievement. 

While the log data that is processed with data mining 

techniques is effectively able to do the same thing with 

better performance, in the calculation of many variables 
the log data at n = 17 and the Self Reported Survey at n 

= 4 shows that both are still strong in making 

predictions. Self Reported Learning pattern in e-

learning. This study states that data mining techniques 

in education (EDM) are effective for developing 

opportunities for further processing of educational data 

in identifying online learning patterns. 

The Educational Data Mining (EDM) technique for 

processing log data has also been carried out by other 

researchers who compared the K-means, Hierarchical, 

and Louvain clustering algorithms [14]. This study 
shows that the Louvain algorithm has a better 

performance when compared to the Hierarchical and K-

means clustering algorithms. Louvain clustering is able 

to detect groups of data accurately which cannot be 

done by the K-means algorithm. Hierarchical clustering 

shows an interesting performance where this algorithm 

can display anomalies in the data (outliers) that are used 

to create a grouping. This study also explains that the 

K-means algorithm can get a high silhouette coefficient 

value in several groups that have a number of adjacent 

data. 

In another similar study, an analysis of the behavior of 

the student learning process was carried out in 

improving the online learning system by using the K-

means clustering algorithm for cluster analysis and 

using a decision tree [5]. Data processing with the 

applied method found that online learning instructors 

can more easily identify learning content by referring to 

the student learning behavior patterns that have been 

obtained. The use of decision trees is able to represent 

decision-making that displays the identification of 
groups of objects for further analysis of student learning 

patterns. 

Further related research was carried out by Ieannoal 

Vhallah, et al, were in this study used the K-means 

Clustering method to group potential dropout students. 

The stage of forming the data into clusters is done by 

calculating the Euclidean Distance which produces a 

number of 3 clusters in each batch of students. The 

results of the implementation of the K-means Clustering 

method with attributes of total semester credit units 

(SKS), Grade Point Average (GPA), and semesters that 
have been taken can show potential students dropping 

out early so that educators can immediately take 

directive action to improve academic achievement 

students to avoid dropping out [15]. 

Based on related research that has been described 

previously, the cluster analysis method with the K-

means clustering algorithm and decision tree is the right 

method to be applied to this research problem. The 

clustering analysis process is tasked with grouping data 

into clusters based on indicators that are focused or 

observed so that the data entered into groups have a high 

similarity compared to data in different groups[16]. The 
K-means clustering algorithm which is a type of 

distance-based clustering (Euclidean Distance) has the 

advantage of fast-paced big data clustering [17]. While 

the decision tree algorithm, which is one type of 

classification algorithm, has the advantage of being able 

to represent decisions that are easy to analyze and 

efficient in handling discrete and numerical attributes 

[18]. In this study, the author will apply the cluster 

analysis method to map student learning behavior 

patterns in the SPADA UNS online learning system (e-

learning) and apply a decision tree to represent the 
relationship between student learning behavior patterns 

and the final results obtained by students. 

2. Research Methods 

This research was conducted in six stages consisting of 

dataset collection, data cleaning, data partitioning, data 

clustering, decision tree analyzing, and interpretation of 

the results. The stages of this research are represented 

in Figure 1. 
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Figure 1. The Flow of Research Methods 

2.1 Dataset Collection 

The dataset collected from the university's e-learning 

system is the Sebelas Maret University Online Learning 

System (SPADA UNS). The UNS SPADA log data is 

managed by the Information and Communication 

Technology Technical Implementation Unit (UPT TIK) 

Sebelas Maret University. 

The data taken is a course activity log containing 

interactions between course instructors and students 

such as discussions, quizzes, task collection, and the 

provision of material in one semester. 

2.2 Data Cleaning 

Data cleaning is done to improve the quality of the data 

to be processed. The data cleaning carried out in this 

study consisted of deleting duplicate data, deleting 

teacher course activities to focus more on student 

activities, deleting data anomalies or abnormal data, 

deleting activities that were not relevant in describing 

student learning patterns, and anonymous data was 

carried out to maintain the privacy of the lecturer, 

course name and the student concerned. 

2.3 Data Partitioning 

Data partitioning is a process for distributing data in 

several tables with the aim of improving the data query 

process. The data partitioning process is done by 

separating the main table into smaller individual tables. 

This is done so that the query process runs faster 

because the query only accesses a small part of the data 

to be scanned. In this data partitioning, student activities 

will be combined in one table according to the 

frequency with which the user performs a requested 

task. 

2.4 Data Clustering 

Data clustering or data grouping is a technique for 
dividing datasets into separate groups of sets called 

clusters[19]. Clustering is done to find groups of 

students who have similar learning behavior patterns. 

The similarity of the group of students is based on 

student behavior in the e-learning system which is 

accessed by students for one semester on the same 

course with the same teacher course. This data grouping 

is done by applying the cluster analysis method with the 

K-means clustering algorithm. The K-means clustering 

algorithm maps the log data into unsupervised clusters. 

Before doing the grouping, the data is normalized first 
using the Z transformation. Data normalization is one 

of the stages of forming the data attribute value scale to 

create the same weight value for each feature[20]. Data 

normalization is done to handle data sets that have an 

unequal range or range values. In addition, data 

normalization can also improve the data quality and 

performance of the applied algorithm. After 

normalization, it is continued with the implementation 

of the K-means Clustering algorithm. The K-means 

clustering algorithm stage begins with analyzing the 

need for k centroid points (midpoints) and calculating 
the distance of each data point to the centroid. These 

calculations can be done using the Euclidean Distance 

formula in equation (1). 

ⅆ(𝑎, 𝑏) = √(𝑥 − 𝑎)2 + (𝑦 − 𝑏)2   (1) 

Where x and y are the coordinates of the data object. 

While a and b are the coordinates of the centroid 

(midpoint). After obtaining the distance of each data 

point to the centroid, the new centroid value (midpoint) 
is calculated using equation (2). 

�̅�𝑖𝑗 =
1

𝑁𝑖
∑ 𝑥𝑘𝑗

𝑁𝑖

𝑘=0
                          (2) 

Where 𝑁𝑖   is the amount of data in the i cluster, 𝑥𝑘𝑗 is 

the value of the x data in the cluster for the j variable, i 

and k are clusters and j is a variable. 

The calculation of the new centroid point will stop if the 

calculated result has no difference from the new 

centroid value calculated earlier. If there is still a 
difference, then the calculation will continue from the 

Euclidean Distance calculation until the new centroid 

value is no longer changing [21]. 

If the appropriate new centroid results have been 

obtained, then the number of student groups formed 

from the K-means clustering algorithm needs to be 

tested in order to obtain a quality cluster group. One 

technique that can be used to test the accuracy of the 

number of clusters formed is the Davies Bouldin Index 

(DBI). This technique is able to find out how accurately 

an object is categorized in a cluster. The Davies Bouldin 

Index (DBI) is a combination of the separation and 
cohesion methods where this method separately 

functions in calculating how far the center point is from 

one cluster to another and cohesively functions as a 

measure of how close the relationship between objects 

in a cluster is. The Davies Bouldin Index (DBI) 
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calculation is done by calculating the Sum of squares 

within the Cluster (SSW) of a cluster to determine its 

cohesion. SSW calculation is in accordance with 

equation (3) below: 

𝑆𝑆𝑊𝑖 =
1

𝑚𝑖
∑ ⅆ(𝑥𝑗 , 𝑐𝑖)

𝑚𝑖

𝑗=𝑖
        (3) 

Where 𝑚𝑖 is the number of data in the cluster, ⅆ(𝑥𝑗 , 𝑐𝑖) 

is the distance of the j data with the i cluster centroid. 

The calculation of the Davies Bouldin Index (DBI) 

value can be done by the formula (4). 

𝐷𝐵𝐼 =
1

𝑘
∑ 𝑚𝑎𝑥𝑖≠𝑗(𝑅𝑖,𝑗)

𝑘

𝑖=1
   (4) 

Where (𝑅𝑖,𝑗) or the ratio of the i cluster and j cluster is 

calculated using equation (5). 

𝑅𝑖,𝑗 =
𝑆𝑆𝑊𝑖+ 𝑆𝑆𝑊𝑗

ⅆ(𝑥𝑗,𝑐𝑖)
  (5) 

The smaller the value of the Davies Bouldin Index 

cluster, the more clearly the data partition or differences 

in data groups from one another [22]. This means that 

the better the quality of the number of clusters formed. 

Conversely, if the value of the Davies Bouldin Index 
(DBI) is smaller, the level of similarity of group data is 

getting closer. 

2.5 Decision Tree 

The data that has been grouped will be analyzed for the 

formation of a more structured data model using the 

decision tree method. This method classifies the data 

described by nodes in the form of a hierarchical tree 

[23]. The use of this method in data modeling aims so 

that each group object can be identified more 

specifically to facilitate decision-making. Decision tree 

modeling begins by determining the root or root 

attribute tree to get the appropriate decision tree size. 
Attribute branches in the decision tree are declared pure 

if they come from the same class. The size of the purity 

of the branch can be calculated by the entropy formula 

in equation (6) below: 

𝐸(𝑆𝐴) = ∑ − 𝑝𝑖 𝑙𝑜𝑔2(𝑝𝑖)
𝑛
𝑖=1   (6) 

Where A is an attribute, n is the number of partitions S 

and pi is the proportion of Si to S. The higher the branch 

purity value, the better the quality. The impurity criteria 

of a branch need to be tested by calculating the 
information gained to find out whether the selected 

attribute is correct or not. The selection of the right 

attributes can produce the greatest information gain. 

The information gain value can be determined by using 

the information gain calculation in equation (7). 

𝐺(𝑆, 𝐴) = 𝐸(𝑆𝐴) − ∑
|𝑆𝑖|

|𝑆|
∗ 𝐸(𝑆ⅈ)   

𝑛

𝑖=1
     (7) 

Where n is the number of attribute partitions A, |𝑆ⅈ|  is 
the number of cases in the partition I, and |𝑆| is the 

number of cases in S. The calculation process will 

continue to repeat itself starting from the calculation of 

entropy and information gain until all branch nodes get 

the same class. 

2.6 Evaluation 

The evaluation stage aims to test the performance of the 

decision tree model. Performance testing at the 

evaluation stage is an analytical step of the level of 

accuracy of the system that has been built [24]. 

Evaluation is carried out using a confusion matrix 

consisting of a column of prediction class (Pred) and 
actual class (True)[25]. The base class that composes 

the confusion matrix consists of Yes and No. The 

confusion matrix can be seen in Table 1. 

Table 1. Confusion Matrix 

 Actual Yes Actual No 

Predicted Yes True Positive (TP) False Positive (FP) 

Predicted No False Negative (FN) True Positive (TN) 

Where True Positive (TP) is a positive class that is 

correctly predicted as a positive class or correct result, 

False Positive (FP) is a negative class that is incorrectly 

predicted as a positive class or unexpected result, and 

True Negative (TN) is a negative class and is correctly 
predicted as a class. negative, False Negative (FN) is a 

positive class that is wrongly predicted as a negative 

class [26][27]. 

Based on the confusion matrix table, it can be evaluated 

from the decision tree model by calculating the values 

of accuracy, recall, and precision. Accuracy is the 

percentage of closeness between the predicted value and 

the actual value [28]. The calculation of accuracy can be 

seen in equation (8). The recall is the actual positive 

class that is predicted to be correct compared to the 

number of correct positive classes in the overall data 

[29]. Recall can be calculated according to equation (9). 
Precision is the level of prediction accuracy with the 

actual class [30]. The formula for precision can be seen 

in equation (10). The higher the value of accuracy, 

recall, and precision, the better the classification 

performance of the model [31]. 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100%  (8) 

Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
    (9) 

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (10) 

2.7 Interpretation of Results 

Result analysis contains the presentation of data, to 

obtain useful information and is composed of logical 

and important facts. Submission of the analysis of the 

results is carried out using language that is easily 

understood by the reader, in other words, the 

submission is carried out no longer using statistical 

language. 
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3.  Results and Discussions 

3.1 Results of Dataset Collection 

The dataset collected is in the form of log data on an e-

learning system in the Sebelas Maret University Online 

Learning System (SPADA UNS) for the 2020/2021 

academic year starting from February 2021 to July 2021 

(one semester). Obtained as many as 11,139 raw data 

logs of teaching and learning activities (KBM) with the 

same teacher course. The selection of courses is based 

on the number of interactions between the teacher 
course and students in the form of providing material, 

assignments, discussions, quizzes, mid-semester exams 

(UTS), and final semester exams (UAS). The dataset 

obtained is as shown in Table 2. 

Table 2. Log Data of SPADA UNS 

Time Userid ... Action Target … 

21 Feb, 15:46 15094 … created course … 

… … … … ... … 

29 Mar, 09:09 5411 … assigned role … 

29 Mar, 09:09 5411 … viewed course … 

29 Mar, 09:11 15094 … viewed course … 

… … … … … … 

07 Jul, 09:46 5407 … viewed course … 

Table 2 shows the SPADA UNS log data obtained from 

UPT TIK UNS. The collected log data contains much 

information in the form of event timestamps from user 

request, userid, course name, user full name, affected 

user, component, eventname, action, target, event 

context, origin, and IP address. This means that every 

activity carried out by the user is recorded automatically 

in a semi-structured form as shown in Table 2. 

User activities that include interactions between the 

teacher course and students form the dimensions of the 

SPADA UNS feature can be seen in Table 3. 

Table 3. User Activities based on SPADA UNS 

Table 3 shows the dimensions of the features formed in 

the interaction of teaching and learning activities 

(KBM) between the teacher course and students. The 

collection of student activities at the KBM is then 

carried out further processes to determine student 

learning patterns in the SPADA UNS e-learning 

system. 

3.2 Data Cleaning Results 

The data cleaning process begins with the search for 

duplicate data, which found as many as 2,213 rows of 

duplicate data from a total of 11,139 data. The 

duplication in question is a row of data that has the exact 

same contents in all of its column components. After 

deleting duplicate data, the next step is to delete the 

entire teacher course activity. In the collected dataset, 
579 lines of deleted teacher course activity data were 

found.  

The next data cleaning process is the removal of data 

anomalies or abnormal data entries. A total of 68 rows 

of anomalous data were found which were deleted and 

then continued with the selection of activities that 

reflect student learning behavior such as sending 

assignments, viewing quizzes, sending quizzes, 

viewing discussions, and sending discussions as well as 

anonymous data processing. This anonymous process is 

represented by the userid of each student instead of the 
label of each student. The datasets that have gone 

through the data cleaning process are 6,989 which are 

ready to be processed to the next stage. 

3.3 Data Partitioning Results 

All student activities that have gone through the data 

cleaning process are then partitioned by extracting and 

combining data based on the frequency of dimensions 

accessed by students. The partitioned data to see the 

pattern of student learning behavior are as shown in 

Table 4. 

Table 4. Results of Data Partitioning 

Userid Sending 

Discussion 

… Viewed 

Course 

Viewed 

Discussion 

5411 1 … 43 13 

5410 1 … 54 30 

5413 3 … 52 10 

… … … … … 

 2  20 13 

Based on Table 4, the results of the user activity 

partition are in accordance with the dimensions of the 

requested and the number of access frequencies. One 

example is user id 5411 carrying out the activity of 

sending 1 discussion, viewing the course 43 times, and 

viewing the discussion 13 times. 

3.4 Results of Clustering Data 

Data that has gone through the data partitioning process 

is then carried out in the data clustering stage or data 

grouping. Student activity data are grouped according 

to the similarity of their learning behavior patterns with 

userid as the label of the student index variable. Before 

applying the K-means clustering algorithm, the data 

was normalized using Z transformation. The grouping 

of log data with the K-means clustering algorithm used 

Dimension Meaning Description 

Uploaded 

Assessable 

Sending 

Assignments 

Assignments have been sent and 

can be graded by the teacher's 

course 

Viewed 

Course 

Viewed 

Course 

The instance of the user 

accessing the course to read or 

download the course file 

Viewed 

Discussion  

Viewed 

Discussion 

View discussion content that 

has been posted on the 

discussion forum 

Created 

Post 

Sending 

Discussion 

Send a discussion with the 

default text content. Text style 

can be changed and added with 

image, sound, video 

attachments, and so on. 

… … … 

Created 

Submission 

Sending Quiz Allows users to sending a quiz 
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Euclidean Distance numerical measurements. In testing 

the validity level of the number of clusters formed, the 

Davies Bouldin Index (DBI) calculation is applied. In 

this case, 6 experiments were carried out for various 

possible numbers of clusters starting from iterations 

k=2 to k=7. The iteration calculation can be seen in 

Table 5. 

Table 5. Calculation of Davies Bouldin Index (DBI) 

Experiment Iteration (k) DBI Value 

1 2 0.262 

2 3 0.229 

3 4 0.244 

4 5 0.266 

5 6 0.234 

6 7 0.244 

In Table 5, the results of the Davies Bouldin Index 

(DBI) calculation above show that the k=3 iteration test 

resulted in a good DBI value of 0.229. This means that 

the cluster with the number of k = 3 has a high level of 
validity because the value is the smallest or close to 0. 

The results of the clustering formed can be seen in 

Figure 2. 

 
 

Figure 2. Clustering Data 

Figure 2 is a presentation of the cluster formed in the 

form of a root and the results of the cluster. The 

implementation of the K-means clustering method on 

70 students' data with a value of k=3 resulted in 3 
clusters consisting cluster 0 containing 43 students, 

cluster 1 containing 17 students, and cluster 2 

containing 10 students. 

Figure 3 shows the dimensional distribution of each 

cluster. Cluster 0 represents student learning patterns 

with access to SPADA UNS activities which tend to be 

low on all dimensions. Cluster 1 contains students who 

have high learning patterns. Meanwhile, cluster 2 is 

students with moderate access to learning patterns. 

Details of the distribution of the dimensions of each 

cluster can be seen in Table 6. 

 

 
Figure 3. Dimensional Distribution of Each Cluster 

Table 6. Centroid 

Dimensional Spread Cluster 0 Cluster 1 Cluster 2 

Sending Discussion -0.428 1.313 -0.392 

Sending Quiz 0.246 -0.015 -1.034 

Sending Assignments -0.514 1.317 -0.027 

View Course -0.435 0.027 1.825 

View Discussion -0.448 0.517 1.047 

Table 6 of the centroids (midpoint) shows that cluster 0 

which consists of 43 students represents a low learning 

pattern in the activities of sending discussions, sending 

assignments, viewing courses, and viewing discussions. 
This cluster shows high activity in the activity of 

sending quizzes. Cluster 1 with 17 students has high 

access to the activities of sending discussions and 

sending assignments. Meanwhile, cluster 2 which 

contains 10 students has the highest access to the 

activity of viewing courses and viewing discussions. 

Cluster 2 has the lowest access to the activity of sending 

quizzes when compared to the other two clusters. 

3.5 Decision Tree Interpretation 

After going through cluster analysis using the K-means 

clustering method, each cluster group made a decision 

tree model. Figure 4 is a decision tree that represents 
student learning behavior patterns in cluster 0, Figure 5 

represents a decision tree of learning behavior patterns 

in cluster 1, and Figure 6 represents a decision tree that 

represents student learning behavior patterns in cluster 

2. The decision tree model in cluster 0 can be seen in 

Figure 4. 

Based on Figure 4, the decision tree model for cluster 0 

shows the highest frequency of access to course viewing 

activities. Students who often access activities to view 

the course and often see discussions produce high 

scores. A similar pattern from cluster 0 is that students 
who combine high access frequencies in viewing 

courses, viewing discussions, sending assignments, and 

sending discussions also get high scores. 

 

43 Students 

17 Students 

10 Students 

Sending 

Discussion 

Sending 

Quiz 
Sending 

Assignment 
Viewed 

Course 

Viewed 

Discussion 
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Figure 4. Decision Tree Cluster 0 

Figure 5. Decision Tree Cluster 1 

According to Figure 5, which represents the decision 

tree model, cluster 1 shows the highest frequency 
accessed by viewing discussions. The combination of a 

high frequency of access to view discussions, low 

access to sending discussions, and high access to 

sending assignments resulted in the highest or 

maximum final score. Meanwhile, the low frequency of 

access to view discussions and send quizzes resulted in 

less than optimal or low scores. 

 
Figure 6. Decision Tree Cluster 2 

The last decision tree model that represents cluster 2 in 

Figure 6, it has the highest frequency of sending tasks. 
High frequency of sending assignments and viewing 

discussions resulted in high final scores. However, 

students in this group with a combination of submitting 

assignments and viewing low-frequency courses also 

produced high final scores. 

 

 

3.6 Evaluation Result 

The evaluation stage carried out in this study was 

calculated using the accuracy, recall, and precision 

parameters from the confusion matrix table described 

previously. Based on these calculations, it produces an 

accuracy value of 74.42% in the decision tree cluster 

model 0. Details of the results of the recall and precision 

calculations along with the number of predictions (pred) 

and actual (true) from the decision tree cluster 0 models 

can be seen in Table 7. 

Table 7. Evaluation of Decision Tree Cluster Model 0 

 True 

A- 

True 

B+ 

True 

B 

True 

C+ 

Class 

 Precision 

Pred. A- 11 3 0 1 73% 

Pred. B+ 1 12 3 0 75% 

Pred. B 2 1 9 0 75% 

Pred C+ 0 0 0 0 0% 

Class 
79% 75% 75% 0% 

 

Recall  

Table 7 shows that there are 11 records that are 

predicted to be correct in class A- with a recall value of 

79% and a precision value of 73%. Class B+ predicted 

correctly as many as 12 records with recall and 

precision of 75%. A total of 9 records were predicted to 

be correct in class B with 0% recall and 75% precision. 
In class C+ there are 0 records that are predicted to be 

correct with a recall and precision value of 0%. In 

contrast to the decision tree cluster model 0, the 

accuracy resulting from the calculation of the decision 

tree cluster 1 model is 76.47% with details in Table 8. 

Table 8. Evaluation of the Decision Tree Cluster 1 Model 

 True 

A 

True 

A- 

True 

B+ 

True 

B 

True 

C+ 

Class 

 Precision 

Pred. A 2 0 0 0 0 100% 

Pred. A- 0 6 1 1 0 75% 

Pred. B+ 0 0 3 1 0 75% 

Pred B 0 0 0 2 1 67% 

Pred C+ 0 0 0 0 0 100% 

Class 100

% 

100

% 
75% 50% 0% 

 

Recall  

Table 8 shows that as many as 2 records were predicted 

to be correct in class A with a recall percentage and a 

precision of 100%. The number that is predicted to be 

correct in class A- is 6 records with 100% recall and 

75% precision. There are 3 records that are predicted to 
be correct in class B+ with a recall value and a precision 

of 75%. A total of 2 records were predicted to be correct 

in class B with 50% recall and 67% precision. Class C+ 

contains 0 records that are predicted to be correct with 

a recall value of 0% and a precision of 100%. As for the 

decision tree cluster 2 model, the accuracy value 

reaches 90.00% with details in Table 9. 

Table 9 details as many as 4 records that are predicted 

to be correct in class A- with a recall value of 100% and 

a precision of 80%. The predicted correct records in 

class B+ are 2 with recall and precision values of 100%. 
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A total of 3 records were predicted to be correct for class 

B with a recall value of 75% and a precision of 100%. 

Table 9. Evaluation of the Decision Tree Cluster 2 Model 

 True 

A- 

True 

B+ 

True 

B 

Class 

 Precision 

Pred. A- 4 0 1 80% 

Pred. B+ 0 2 0 100% 

Pred. B 0 0 3 100% 

Class 
100% 100% 75% 

 

Recall  

3.7 Results Interpretation 

Based on the whole process of processing 11,139 raw 

data from the activity log of the Sebelas Maret 

University Online Learning System (SPADA UNS) the 

data cleaning process produced 6,989 data which was 

then pivoted on the data partitioning process. Then the 

results of the data partitioning are processed with the K-

means clustering algorithm which produces 3 clusters 

that are modeled on each decision tree. Cluster 0 which 

represents a group of students who have a low tendency 

of learning behavior patterns shows the highest 
frequency of access to course viewing activities. In 

cluster 1, which contains groups of students with high 

learning behavior patterns, they have a high frequency 

of access to viewing discussion activities. While cluster 

2 is a group of students who have a pattern of learning 

behavior that is having a high frequency of access to the 

activity of sending assignments. 

4.  Conclusion 

In this study, it can be concluded that Data Mining 

(DM) can be used to explore information about the 

unique patterns of a number of big data. The use of data 
mining for big data processing is very popular because 

of the increasing accumulation of stored data, especially 

in higher education institutions with thousands of 

students. Therefore, Educational Data Mining (EDM) is 

used, which is part of Data Mining in the education 

sector. The implementation of cluster analysis using the 

K-means clustering algorithm can show the learning 

patterns of student groups formed based on access 

carried out in the Sebelas Maret University Online 

Learning System (SPADA UNS) for one semester with 

the same teacher course.  

The data clustering process produces 3 clusters with a 

Davies Bouldin Index (DBI) value of 0.229. Each 

cluster performed data modeling using the decision tree 

method to facilitate the process of further analysis of 

student behavior patterns in the teaching and learning 

process related to the final score obtained. Cluster 0 

consists of 43 students representing the low learning 

pattern group having the highest frequency of access to 

course viewing activities with the decision tree model 

accuracy value of 74.42%. Cluster 1 with 17 students 

representing the high learning pattern group has a high 

frequency of access to viewing discussion activities and 

has an accuracy decision tree value of 76.47%. While 

cluster 2 which consists of 10 students representing 

moderate learning patterns has a high frequency of 

access to the activity of sending assignments with an 

accuracy decision tree reaching 90.00%. 
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